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Abstract

Traditionally, artifacts are handled one of two ways in ERP studies: (1) rejection of affected segments
and (2) correction via e.g. ICA. Threshold-based rejection is problematic because of the arbitrariness of the
chosen limits and particular threshold criterion (e.g. peak-to-peak, absolute, slope, etc.), resulting in large
researcher degrees of freedom. Manual rejection may suffer from low inter-rater reliability and is often
done without appropriate blinding. Additionally, rejections are typically done for an entire trial, even if the
ERP measure of interest isn’t impacted by the artifact in question (e.g. motion artifact at the end of the trial).
Additionally, fixed thresholds cannot distinguish between non-artifactual extreme values (i.e. those arising
from brain activity and which have some ‘signal’ and some ‘noise’) and truly artifactual values (e.g. those
arising from muscle activity or the electrical environment and which are essentially pure ‘noise’). These as-
pects all become particularly problematic when analyzing EEG recorded under more naturalistic conditions,
such as free dialogue in hyperscanning or virtual reality. By using modern, robust statistical methods, we
can avoid setting arbitrary thresholds and allow the statistical model to extract the signal from the noise.
To demonstrate this, we re-analyzed data from a multimodal virtual-reality N400 paradigm. We created
two versions of the dataset, one using traditional threshold-based peak-to-peak artifact rejection (150µV),
and one without artifact rejection, and examined the mean voltage at 250-350ms after stimulus onset. We
then analyzed the data with both robust and traditional techniques from both a frequentist and Bayesian
perspective. The non-robust models yielded different effect estimates when fit to dirty data than when fit
to cleaned data, as well as different estimates of the residual variation. The robust models meanwhile es-
timated similar effect sizes for the dirty and cleaned data, with slightly different estimates of the residual
variation. In other words, the robust model worked equally well with or without artifact rejection and did
not require setting any arbitrary thresholds. Conversely, the standard, non-robust model was sensitive to
the degree of data cleaning. This suggests that robust methods should become the standard in ERP analysis,
regardless of data cleaning procedure.

Introduction

The detection and removal of artifacts (either through trial/segment rejection or via correction) plays a
large role in the analysis of event-related potentials (ERPs). Introductory texts devote entire chapters to
an overview of the sources of common artifacts and standard semi-automatic rejection techniques (cf. Luck
2005) and still require online supplementary materials to adequately address modern artifact correction tech-
niques such as independent-component analysis (ICA; Jung et al. 1997). Despite all the attention that has
been devoted to the topic of artifacts, there seems to be little consensus as to which rejection or correction
techniques (and corresponding thresholds or algorithmic parameters) are optimal, with manual rejection still
often seen as the gold standard (cf. Luck 2005), but ICA gaining broader acceptance in the coregistration
(between EEG and eye-tracking) community (cf. Dimigen 2020). At present, artifact rejection and correction
remain a source of researcher degrees of freedom (e.g. in manual artifact rejection) and a reason that many
ERP studies are not easily reproducible (Simmons, Nelson, and Simonsohn 2011; Gelman and Loken 2013).

The traditional approach to artifact correction or rejection focuses on the taxonomy of their origin (e.g. drift,
eye movements, muscle activity) in order to develop methods to detect artifacts, but ultimately this is a dis-
traction; what matters is the impact artifacts have, collectively, on the statistical and inferential procedure.
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From a statistical perspective, artifacts are simply a source of noise, and it is the job of statistical models to
separate the signal from the noise. However, classical statistical approaches are sensitive to distributional
assumptions about noise, with the relative proportion of outliers to inliers being of particular concern. In
technical terms, classical approaches often have a low breakdown point, i.e. the smallest proportion of out-
liers in the observations that can result in the estimate being arbitrarily large or small (Wilcox 2010). For
example, the mean has a finite-sample breakdown point of 1/n because a single (sufficiently extreme) out-
lier can result in an estimate being arbitrarily far from the true value, while the median has a finite-sample
breakdown point of approximately 1/2 because roughly one half of all sampled values must be outliers for
the median to be arbitrarily far from the true value. In other words, individual data points can have a large
influence on the estimate of the mean, but not on the estimate of the median. This fragility of mean estimates
is particularly problematic because the mean is the foundation of most classical statistical techniques (includ-
ing t-tests, ANOVA, standard linear regression and mixed-effects regression). When using classical statistical
methods, the traditional approach of identifying and removing artifacts is therefore prudent: Outliers and
their problematic influence on effect estimates are minimized by removing known sources of noise, thereby
increasing the signal-to-noise ratio (SNR) and the ability of the statistics to extract the signal from the re-
maining noise. However, a traditional approach to artifact identification and rejection based on arbitrary
thresholds will invariably suffer from one of two problems: Either the researcher is overzealous in rejecting
artifacts, at which point the cleaned data will contain only a portion of the actually informative observations
in the dataset, leading to worse inference both in terms of the estimated effect size and the uncertainty in
the effect size estimate, or the researcher is too lenient in rejecting artifacts, leaving some portion of out-
lier observations in the dataset, which when using classical, mean-based statistical models results in biased
effect size estimates.

If we want to avoid the problems inherent in traditional artifact rejection and classical statistics, we need to
use statistical models that have a high breakdown point (like the median) instead of a low breakdown point
(like the mean). These statistical techniques are less fragile than classical techniques and therefore they
are collectively known as robust statistics (cf. Wilcox 2010, 2012). As the name indicates, robust statistics
are robust to violations of their assumptions, most importantly assumptions regarding the distribution of
outliers. Modern robust approaches can substantially improve statistical power and accuracy when the as-
sumptions of classical approaches are not met, while performing nearly as well as classical approaches when
their (i.e. classical approaches’) assumptions are met. In other words, robust statistics provide a principled
statistical approach to dealing with outliers and extreme values, including EEG artifacts. As such, robust
statistics can provide an alternative to traditional artifact rejection based on arbitrary thresholds.

Here, we present a simple application of robust statistics to EEG data, from both a frequentist and Bayesian
angle. The techniques we present here are well established in certain other research fields, but have not yet
gained traction in the analysis of electrophysiological data. We demonstrate both the comparative ease of
applying modern robust approaches and their ability to detect effects even in noisy EEG data.

Materials

The data used here were originally collected as part of a virtual reality experiment on the N400, with a multi-
modal semantic violation (Tromp et al. 2017). The experiment had two conditions, match and mismatch,
with the mismatch eliciting the expected N400 in the original analysis.

The original data were recorded at 500 Hz and filtered online with a lowpass filter at 200 Hz and a highpass
filter at 0.016 Hz (cf. Alday 2019 for a discussion of the online filter settings). The original study analyzed
two N400 time windows (250–350ms and 350–600ms post stimulus onset) and found effects in both, albeit a
weaker effect in the earlier time window. For the reanalysis reported here, we use the earlier time window
to highlight that these techniques are not dependent on large effect sizes.

Methods

EEG Preprocessing

EEG data were preprocessed using MNE-Python v0.21 (Gramfort et al. 2013, 2014; Jas et al. 2017).
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Figure 1: Difference wave for the “dirty” data without any artifact rejection

Figure 2: Difference wave for the “clean” data using peak-to-peak rejection with a 150µV threshold.
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For simplicity of presentation, a stronger highpass filter (0.3 Hz) and no baseline correction were used.
Traditional baseline correction has serious drawbacks and is often unnecessary. A better alternative is to
use regression-based baseline correction, as demonstrated on this dataset in a previous re-analysis (Alday
2019). After applying a 0.3 Hz highpass filter however, whether or not baseline correction is performed
does not change the pattern of results in this dataset. In other words, the tradeoff from using an appropri-
ately designed highpass filter instead of a weaker filter with baseline correction is acceptable here (Alday
2019; Burkhard Maess, Schröger, and Widmann 2016; B. Maess, Schröger, and Widmann 2016; Widmann,
Schröger, and Maess 2015).

Nevertheless, the supplementary materials contain an additional re-analysis of the data with regression-
based baseline correction and a weaker (0.1 Hz) highpass filter. Similar results were observed, but the
observed shifts (see Results) in model estimates occurred in the baseline predictor instead of the condition
predictor.

For the “clean” data presented here, trials where any EEG or EOG channel exceeded 150µV peak-to-peak
were excluded. This rejection threshold corresponds to the “default” threshold used in the MNE-Python
documentation. For the “dirty” data, no artifact rejection of any kind was performed. This represents a
worst-case scenario for robust methods.

Joint plots of the difference waves for the dirty and clean data are presented in Figures 1 and 2.

All analysis source code as well as the pre-processed single-trial data are available on OpenScience Frame-
work. There are data for several different filter settings (0.1, 0.3, 0.5, 1.0 Hz highpass) as well as for sev-
eral different baseline windows (500ms pre-stimulus, 200ms pre-stimulus, 100ms pre-stimulus, 200ms post-
stimulus, average across entire epoch). Additionally, the maximum and minimum voltage in each epoch are
reported, which allows for computing peak-to-peak and absolute-threshold based rejection offline.

For simplicity of presentation and to highlight the efficacy of robust methods, we used only the noisiest subset
of the electrodes. We first computed the channel-wise standard error of the mean (for the mean amplitude
in the 250–350ms time window) for each participant, then computed the root-mean-square error (RMSE) of
that measurement (cf. “Standardized Measurement Error”, Luck et al. 2020) across participants, resulting
in a channel-level measurement of the noise in the ERP amplitude. Note that this provides an indication
of the strength of the noise but not of the strength of the signal, and so even noisy channels may have a
sufficient SNR for statistical analysis, especially when using robust methods. Only the 10 channels with a
noise measurement above 1µV were used, as this corresponds to noise on the order of the average effect
size in many language studies. These channels were all located in right anterior quadrant, which suggests
that the high noise level may have been due to ocular artifacts and interference from the VR equipment.
While this is not a typical N400 topography, the effects in the original study (see also Figures 1 and 2) were
broadly distributed and symmetrical and are present in this quadrant. Finally, by focusing on only these
three electrodes, we can omit topographical analyses, which are comparatively uninteresting for a well-
established effect such as the N400. Moreover, there is no single consensus as to the ideal topographical
analysis (cf. Kretzschmar and Alday, n.d.) and addressing that problem is beyond the scope of the present
work.

After filtering and, for the clean data, artifact rejection, the single-trial amplitude between 250 and 350ms
post-stimulus (the early time window used in the original analysis) was averaged across these electrodes.

Statistical Analysis

For all statistical analyses, we used mixed-effects models of single-trial data. For language experiments, it
is critical to account for both subject and item effects (Coleman 1964; Clark 1973; Baayen, Davidson, and
Bates 2008; Judd, Westfall, and Kenny 2012). The behavioral side of the field has recognized this and started
to incorporate random effects into their analyses, but ERP researchers have been slow to catch up (cf. Bürki,
Frossard, and Renaud 2018). However, modeling subject and item effects is just as essential in ERP analyses
as it is in behavioral paradigms. Mixed-effects models provide a natural solution to this problem.

Fixed effects consisted only of condition, which was contrast coded using effects (±1) coding. The reference
level was “match”, so that the coefficient estimate reflects the direction of the change in amplitude (i.e. a
negativity). Random effects consisted of by-participant intercepts, by-item intercepts and by-participant
slopes for condition. This is equivalent to the assumption that participants may differ both in their overall EEG
response and the strength of their response to the mismatch and that items may differ in the strength of the
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response they elicit. Given the coarse spatial granularity of ROIs, we do not expect any between-participant
or between-item differences and omit ROI from the random effects for parsimony. Similarly, preliminary
analyses suggested that by-item slopes for condition leads to an overparameterized model and we omit them
from the model for parsimony.

The R programming analysis was used for all analyses (version 4.0.3).

Frequentist Analysis

We used the R packages lme4 (version 1.1-23, Bates et al. 2015) and robustlmm (version 2.3, Koller 2016)
for the frequentist analysis. For the classical, non-robust analyses, models were fit with maximum-likelihood
estimation. For the robust analysis, robustness was achieved by robustification of the scoring equations
(i.e. the gradient of the log-likelihood) (Koller 2016). Conceptually, a classical, non-robust model weighs the
residual error for each observation quadratically (i.e. observations that lie further from themodel’s prediction
have an outsize influence on the coefficient estimates, “pulling” the model predictions in their direction)
whereas the robustmodel weighs residual error for inliers quadratically, but residual error for outliers linearly
(i.e. if an observation is classified as an outlier, it does not “pull” as hard on the model predictions). In order to
determine which observations are inliers and which are outliers, the model is fit multiple times in an iterative
process, each time improving its classification of in- versus outliers. The major downside to this approach is
that the fitting algorithm no longer corresponds to any likelihood and as such model comparison – whether
through likelihood-ratio tests or information criteria such as AIC – is no longer straightforward, as the usual
basis for comparison is no longer defined.

Bayesian Analysis

For the Bayesian analysis, we used brms (version 2.14, Bürkner 2017, 2018). For the standard analysis, a
Gaussian (normal) likelihood was used. The likelihood here corresponds to the distribution of the residual
error term, which is generally called the model family in various statistical software packages. A Gaus-
sian likelihood corresponds to classical linear regression, where the residuals are assumed to be normally
distributed. For the robust analysis, a Student-t likelihood was used. The t distribution is similar to the
normal distribution, but with heavier tails and as such is used in both Bayesian and non-Bayesian modeling
for robust statistics (cf. the overview in Koller 2016). In abstract terms, the t-distribution can be viewed as
a mixture of normal distributions with differing variance (for our purposes, a mixture of “inlier” and “out-
lier” distributions). In practical terms, the t-distribution is like a normal distribution where the proportion
of extreme values (i.e. outliers) is higher. The underlying mixture, or equivalently, the proportion of outliers
is reflected in the degrees of freedom, nu, with higher values of nu corresponding to fewer outliers. In the
limiting case as the Student-t degrees of freedom goes to infinity, the proportion of outliers goes to zero and
the t-distribution becomes a normal distribution. This property can also be observed at around nu=30, which
is the origin of many rules-of-thumb taught in introductory statistics courses. In the other limiting case, as nu
goes towards zero, the t-distribution becomes a Cauchy distribution, which has no well-defined mean. This
corresponds roughly to the “all outliers” or exceptionally noisy data case, where it is not possible to make
any inference about the mean (and hence about the effect).

For all Bayesian models, default priors were used, which we present in overview here. For more details
(e.g. of the priors on the residual variance), we refer the interested reader to the brms documentation. In
particular, flat priors were used for fixed effects. Generally, the use of default, flat priors is not preferred in
Bayesian analyses; however, this provides the most straightforward comparison to classical analyses using
frequentist techniques. For the random effects, half Student t(3) priors for the standard deviation of the
random effects (a very weakly regularizing prior), LKJ(1) priors for the correlation of random effects (cor-
responding to equal probability of valid correlations, i.e. values on [-1,1]). For nu, the degrees of freedom
on the Student-t likelihood in the robust model, a Γ(2, 0.1) prior with a fixed lower bound of 1 was used,
corresponding to a preference for smaller values.

After sampling, all chains had R̂ = 1 and both bulk and tail effective sample sizes greater than 3000 samples
for all parameters.
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Figure 3: Estimates andWald 95% confidence intervals for the frequentist models. Confidence intervals were
computed as the estimate plus or minus twice the standard error. No estimates are provided for the residual
error, because there is no efficient and accurate way to compute the confidence interval on that estimate
for robust models. All models provide similar estimates, but the robust model provides narrower confidence
intervals for both clean an dirty data. In other words, the robust model is a more powerful procedure for
imperfect data.

Results

For all models (robust and non-robust, frequentist and Bayesian) and data (clean and dirty), we present the
point estimates and uncertainty estimates (intervals for the frequentist models, posterior distributions for the
Bayesian models). Additionally, the summary output (generated with summary in R) is shown for comparison.

Frequentist Analysis

The results of the frequentist analysis can be found in Figure 3 as well as Tables 1 and 2.

Table 1: Classical (non-robust) frequentist summaries. The estimate
of the residual standard deviation as well as the standard error on
condition differ between the clean and dirty data. Non robust meth-
ods are sensitive to the outlier-like nature of artifacts. Note that the
standard error of the estimates for the random effects are generally
not reported for frequentist models, as the sampling distribution is
known to be highly skewed.

Cleaned
data

Estimate SE
Dirty data
Estimate SE

Intercept by Item (standard deviation scale) .98 1.52
Intercept by Participant (standard deviation scale) 1.87 2.24
Condition by Participant (standard deviation scale) 0.66 0.91
Correlation(Intercept, Condition) by Participant -0.25 -0.38
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Cleaned
data

Estimate SE
Dirty data
Estimate SE

Intercept -1.43 0.48 -1.48 0.57
Condition -0.53 0.25 -0.40 0.30
Correlation(Intercept, Condition) -0.13 -0.23

Residual standard deviation 7.59 8.65

AIC 10124.0 11502.6
BIC 10161.0 11540.2
Log-likelihood -5055.0 -5744.3
Deviance 10110.0 11488.6

Table 2: Robust frequentist model summaries. The estimate of the
residual standard deviation as well as the standard error on condi-
tion do not differ between the clean and dirty data. Robust methods
are less sensitive to the outlier-like nature of artifacts. In the dirty
data, the number of downweighted observations has increased. No
likelihood-based descriptions of the fit (log likelihood, deviance, AIC,
BIC) are reported as the robust fit does not correspond to any likeli-
hood or pseudo-likelihood (Koller 2016). Note that the standard error
of the estimates for the random effects are generally not reported for
frequentist models, as the sampling distribution is known to be highly
skewed.

Cleaned
data

Estimate SE
Dirty data
Estimate SE

Intercept by Item (standard deviation scale) 0.00 0.00
Intercept by Participant (standard deviation scale) 1.21 1.48
Condition by Participant (standard deviation scale) 0.23 0.32
Correlation(Intercept, Condition) by Participant -1.00 -1.00

Intercept -1.23 0.34 -1.27 0.39
Condition -0.60 0.21 -0.48 0.21
Correlation(Intercept, Condition) -0.20 -0.31

Residual standard deviation 7.43 7.68

Number of downweighted residuals (robustness weights
not equal to 1)

309 331

Number of downweighted random effects (robustness
weights not equal to 1)

4 4

Rho functions:
Rho functions, residuals: smoothed Huber k, s 1.345, 10 1.345, 10
Rho functions, by item: smoothed Huber k, s 1.345, 10 1.345, 10
Rho functions, by participant: smoothed Huber k, s 1.345, 10 1.345, 10

The model summaries for robust models are similar in information to the summaries for models fitted with
maximum-likelihood estimation, with a few key differences: First, there are no likelihood-based statistics
(i.e. AIC, BIC, log-likelihood, deviance). Second, the the model summary includes information about rho
functions, which provide insight into the robustness procedure. The smoother Huber functions essentially
convert the measure of central tendency from the mean to a mixture of the mean and the median; or equiva-
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Figure 4: Posterior distributions from the Bayesian models. The condition estimates do not vary much be-
tween the clean and the dirty data for the robust model, but do for the normal model. The estimates for
residual error and the the Student-t degrees of freedom differ between both between datasets and between
models

lently downweighting extreme values. The k parameter determines the threshold for transitioning from the
mean to the median (i.e. transitioning from inlier to outlier), while the s parameter controls the smoothness
of that transition. As k increases, the efficiency (in the technical sense) of the estimates increases, but the
robust decreases, with k → ∞ being equivalent to REML estimation. The values here are the default values
(k = 1.345, s = 10) and corresponds to 95% efficiency of the non-robust procedure. Between the classic
model summary and the description of the rho functions, the robustness weights describes what number
of reweighted observations and random-effects levels. We note that even the clean data has a non trivial
proportion of data with robustness weights not equal to one – some observations are always more influential
than others, and robust regression decreases the amount of excess influence.

Notably, the maximum-likelihood and robust methods provided similar estimates for the clean data, but the
robust method provided smaller standard errors. The random effect for item was shrunk to zero by the robust
method, but not the non-robust method. This does not imply that the by-item variation was zero, but rather
that the by-item variation in the observed data (here: right anterior electrodes) is not distinguishable from
the observation-level (residual) variation. In other words, for the clean data, the robust technique was as
effective as the non-robust technique.

For the dirty data, the estimates between methods were again similar, but not identical. The standard errors
for the robust model were nearly a third smaller, with the result that the t-value was larger. Using |t| > 2 as
an asymptotic approximation to the traditional 5% significance level (cf. Baayen, Davidson, and Bates 2008),
the robust model detects the effect, but the non-robust model does not. In other words, the robust model has
more statistical power when the data are not cleaned.

Bayesian Analysis

The results of the Bayesian analysis can be found in Figure 4 as well as Tables 3 and 4.
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Table 3: Gaussian (non-robust) Bayesian model summaries. The esti-
mate of the residual standard deviation as well as the standard error
on condition differ between the clean and dirty data. Non robust
methods are sensitive to the outlier-like nature of artifacts.

Cleaned
data

Estimate SE
Dirty data
Estimate SE

Intercept by Item (standard deviation scale) 0.87 0.39 1.50 0.36
Intercept by Participant (standard deviation scale) 2.09 0.44 2.50 0.51
Condition by Participant (standard deviation scale) 0.65 0.35 0.98 0.39
Correlation(Intercept, Condition) by Participant -0.19 0.40 -0.31 0.32

Intercept -1.43 0.52 -1.48 0.63
Condition -0.52 0.26 -0.39 0.32

Residual standard deviation (sigma) 7.61 0.15 8.67 0.16

Table 4: Student-t (robust) Bayesian model summaries. The estimate
of the residual standard deviation as well as the standard error on con-
dition do not differ between the clean and dirty data. Robust methods
are less sensitive to the outlier-like nature of artifacts. In the dirty
data, the estimate for the nu parameter has decreased, correspond-
ing to a larger number of observations being treated as outlier-like.

Cleaned
data

Estimate SE
Dirty data
Estimate SE

Intercept by Item (standard deviation scale) 0.97 0.37 1.52 0.29
Intercept by Participant (standard deviation scale) 2.11 0.44 2.25 0.46
Condition by Participant (standard deviation scale) 0.60 0.35 0.60 0.34
Correlation(Intercept, Condition) by Participant -0.07 0.43 -0.06 0.41

Intercept -1.38 0.53 -1.34 0.57
Condition -0.57 0.25 -0.52 0.25

Residual standard deviation (sigma) 6.78 0.21 6.43 0.20
Student-t degrees of freedom (nu) 10.62 2.88 4.93 0.59

The primary difference between the summaries of the Gaussian and Student-t likelihoods is the presence
of the nu parameter. As mentioned above, the nu parameter is the degrees of freedom in the Student-t
distribution, with a smaller value of nu corresponding to a more heavy-tailed distribution. A value of nu above
approximately 30 corresponds to a distribution which is essentially indistinguishable from the Gaussian. We
note that the estimate for nu for both the clean and the dirty data is far smaller than 30, suggesting, as for
the frequentist results, that some observations may be particularly influential in a classical analysis.

For the clean data, the two models provided estimates identical to the first decimal point. The credible
interval for the Student-t likelihood clearly does not cross zero, while the credible interval for the Gaussian
likelihood just about reaches zero. (Note that the upper edge is estimated at negative zero, which indicates
here an estimate infinitesimally smaller than, but functionally equivalent to, zero.) In a full Bayesian analysis,
it is generally preferable to define a region of practical equivalence (ROPE, Kruschke and Liddell 2017;
Kruschke 2018) rather than compare a credible interval to a point hypothesis. Nonetheless, from a Bayesian
estimation perspective (cf. Kruschke and Liddell 2017), the narrower credible interval suggests that the
Student-t model provides a more precise estimate . In other words, for the clean data, the robust technique
was just as, if not more, effective as the non-robust technique.
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Figure 5: Posterior predictive distribution for the Bayesian models and the clean data. Both models capture
the overall pattern of the data equally well.

For the dirty data, the two models again provide similar estimates, albeit less similar than for the clean data.
The credible interval is slightly narrower for the Student-t model, resulting in a credible interval for the
condition effect that does not cross zero. In other words, the robust model provides higher precision and
thus more power when the data have not been cleaned.

Figures 5 and 6 present posterior predictive checks for the clean and dirty data, respectively. Both models
capture the overall pattern of the clean data well, but the Student-t likelihood performs better for the dirty
data. Because the Gaussian likelihood is unable to accommodate outliers without increasing its variance, it
must necessarily shift density away from the mean, resulting in a poorer fit for inliers.

Discussion

In the analyses presented here, we demonstrated how modern robust techniques can perform as well as
traditional techniques for both clean and dirty data. In the following, we briefly discuss some key implications
and recommendations for using robust techniques in ERP research.

Robust statistics: a good default, but not a panacea

The data presented above were selected to be noisy (via choice of channels in an experiment with virtual
reality) and have a less-than-maximal effect (via choice of time window). We elected to use suboptimal data
in order to illustrate the benefits of using robust statistics, but having low signal to noise ratio in EEG data
is not at all an unrealistic scenario. Neuroscience studies are chronically underpowered and EEG in general
and ERP in particular is susceptible to many sources of noise (cf. Boudewyn et al. 2017; Clayson et al.
2019; Button et al. 2013). Even when using a standard artifact rejection technique, the robust techniques
performed on par with the traditional techniques. Both of the robust techniques (frequentist as well as
Bayesian) used here are asymptotically equivalent to the traditional technique. As such, they will perform
exactly the same when there is sufficient, well-behaved data. Crucially, however, we generally do not know
in advance if we have sufficient, well-behaved data. This suggests that there is little to be lost in using robust
techniques, but potentially much to be gained. As such, robust techniques present a reasonable default for
most ERP analyses.

10



Figure 6: Posterior predictive distribution for the Bayesian models and the dirty data. The traditional Gaus-
sian likelihood overestimates the tails and underestimates the mode, reflecting its sensitivity to outliers. The
Student-t likelihood is able to accomodate outliers without moving density away from the mode, resulting in
a better match to the overall pattern of the data.

Despite the advantages we describe, robust statistics are not a panacea. While robust statistics can handle
outliers and their negative impact on statistical power and inference better than non-robust methods, they
are not a replacement for designing for sufficient statistical power in the first place. Moreover, it is far more
efficient to prevent outliers from occurring than to deal with them after the fact. In other words, the best
inferences are built upon a large amount of high quality data. The best way to have a large amount of high
quality data available is collect a large amount of data carefully, by constructing experiments with minimal
confounds, reducing environmental noise, using a setup that discourages EOG and EMG artifacts, etc.

Robust statistics and artifact detection: a winning combination

Building upon this perspective, we recommend robust statistics as a complement to traditional taxonomic
approaches to artifacts and not, in general, as a replacement for them. For example, eye-movements can often
be very well characterized and removing or correcting them (Gratton, Coles, and Donchin 1983; Jung et al.
1997) can be an effective technique, decreasing the portion of the EEG signal not arising from brain activity.
Similarly, segments clearly reflecting a bad electrode connection, (“CRAP” in the terminology of Luck 2005)
can also be safely removed as they will generally contain little to signal and greatly add to the aggregate noise.
Likewise, signals reflecting biologically implausible signals (e.g. amplitudes of several hundred microvolts)
can also be excluded.1 However, more arbitrary thresholds such as absolute and peak-to-peak voltage or slope
can be set to more permissive values, thus not drawing as sharp a line between extreme signal value and
true artifactual value, if robust statistics are used. In other words, robust models are capable of extracting
what information is available from more extreme values without breaking down. Robust statistics can then
capture the full variation in the data and not just the variation in a narrow band of the data assumed to be
representative by a researcher. By setting looser thresholds, whether algorithmic or manually annotated,
the data analysis procedure becomes less dependent on a particular researcher and researcher degrees of
freedom, reducing researcher degrees of freedom and improving the reproducibility of ERP analyses (Gelman
and Loken 2013; Simmons, Nelson, and Simonsohn 2011)

Robust statistics thus enable analyzing comparatively noisy data, such as from experiments with populations
1We note that this is actually a Bayesian procedure that could be implemented quantitatively and algorithmically in a Bayesian robust

model.
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where motion and motor artifacts are common. Studies on infants and clinical populations are particularly
rich application areas for robust statistics because data collection is difficult (thus sample sizes are often
small, rendering violations of assumptions particularly problematic), inter-individual variability often high
(thus violating homoskedacity assumptions in non-robust methods), and the EEG noisy (e.g. from motor ar-
tifacts related to trembling in individuals with Parkinson’s disease). Robust statistics provide a promising
complement to traditional taxonomic approaches to artifact correction and are especially useful when ana-
lyzing data from new types of experiments and historically understudied populations.

A word of caution on comparing model fits

In our comparison of robust and traditional techniques, we stated that some model comparison techniques
such as the classical likelihood ratio test and information criteria based on maximum-likelihood estimate
(e.g. AIC, BIC) are not valid for robust models. When presenting our reanalysis, we did not compare the
robust and traditional fits directly, instead comparing only their estimates and, for the Bayesian models, vi-
sually inspecting the posterior-predictive checks. This is intentional. Measures such as the coefficient of
determination (R2) are not trivial to define for mixed-effects models (at least not so that they maintain all of
the properties they have for classical fixed-effects regression). Moreover, the definitions of such measures
are based on means and therefore tend to be biased towards traditional, non-robust methods, even when
those methods provide a worse summary of the data. In particular, classical ordinary least squares (OLS)
regression is the best linear unbiased estimator (BLUE) via the Gauss-Markov theorem and therefore will
be better at maximizing the R2 than any other technique. However desirable that may sound, BLUE is not
always the optimal estimator for a given task. (For example, Stein (1956) showed that biased estimators will
outperform unbiased estimators in predicting out-of-sample data.) In more concrete terms, the downweight-
ing of outliers in robust methods reduces the fit to the observed data because the estimates are moved
further from the outliers, but this bias will tend produce better performance with future data (i.e. robust
methods result in better out-of-sample prediction). Instead of depending on measures defined to favor the
traditional techniques, we instead recommend examining how well the model captures patterns in the data,
via e.g. posterior-predictive checks and plotting fitted vs. observed data. George Box’s famous aphorism
states that all models are wrong, but some models are useful. The most useful model is one that not only
captures patterns in the observed data, but also generalizes well to not-yet observed data, even if that means
being slightly worse at describing the observed data.

Conclusion

Traditional approaches to ERP analysis make a strong distinction between artifact detection and statistical
analysis with the ostensible goal of improving the quality of the statistical analysis. Here, we demonstrated
that an integrative approach using robust statistics can improve the quality of the analysis even for artifact
free data. Moreover, robust statistics reduce the need for arbitrary thresholds, while enabling the analysis
of noisy data from experiments outside the traditional laboratory environment and beyond the traditional
population of healthy, young adult university students. Non-robust methods have long been the unquestioned
default for analyzing ERP experiments, but given the ease of use and potentially improved statistical power
of robust methods, that default seems hard to defend. We recommend researchers at the very least explore
and report robust models in addition to (if not in place of) classical, non-robust models.
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